Chapter 2

Postulates and Central
Results

Additional Reading: McQuarrie Ch. 2, Dill and Bromberg Ch. 10

See also: C. E. Shannon, ”A Mathematical Theory of Communication,” The Bell System Tech-
nical Journal, Vol. 27, pp. 379-428, 623-656 (1948); E.T. Jaynes, "Information Theory and
Statistical Mechanics,” Phys. Rev. Vol. 106, No. 4, 620-630 (1957)

I. Ensembles with Constraints
In Chapter 1 (II D), two states («, 8) for an assembly of N particles were
defined. Practically, every ensemble we deal with is subject to some con-
straint, such as constant energy, temperature, pressure, or volume.

A. Example: Constant energy ensemble for an assembly of two non-
interacting particles in a 3D box.

i. Quantum Particles. The energy for a particle in a cubic 3D box
of edge length L is

h2
€ = W (ni +n§ +n§) = €9 (nfC Jrn?z, +n§) , (2.1)

where €y = h?/8m;L?. For two particles, the energies sum as

E = > e (2.2)

i=1

With a restriction such as E = 9¢q, 6 states can be enumerated:

state | n1z N1y N1z Moy Nay N2
a 2 1 1 1 1 1
8 1 2 1 1 1 1
ol 1 1 2 1 1 1
) 1 1 1 2 1 1
n 1 1 1 1 2 1
K 1 1 1 1 1 2
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ii. Classical Particles. The energy for a classical particle in a box is

o _ PitPiytp (2:3)
2m

There are an infinite number of ways (due to the infinity of real
numbers, and therefore infinitely different momenta and posi-
tions) for which a two particle assembly can achieve E = 9e.
Phase Space. A useful way to depict allowed states is with a
phase space plot. The above example (considering momenta and
position of two particles in three dimensions - twelve degrees of
freedom) cannot easily be depicted in a two-dimensional plot; try
to visualize multidimensional extensions of the following phase
space plots for the one particle, constant energy ensembles.
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Figure 2.1: Phase space plots for classical (a) particle in a box and (b) harmonic
oscillator

B. Canonical Ensemble. This ensemble is subject to the constraint
that N, V, T are constant, which corresponds to a closed, thermody-
namically stable system. In such a system, the Helmholtz free energy
A = FE — TS is minimized.



II. Derivation of Partition Function for Canonical Ensemble

A. We know from the idea of ensemble theory that we can replace the

time-average of a macroscopic property,

(f) = lim 1/0Tf(t)dt, (2.4)

T—00 T

(where (f) is an observed macroscopic quantity and f is a microscopic
mechanical variable associated with operator F'), with the ensemble
average,

()

N
ijfj (2.5)

()

/ / dg*Ndp*N P3N, pPN (2N, p?Y),  (2.6)

for a quantum or classical system, respectively.

Thus, we begin with a key question: what is the functional form of
P;?

. Derivation 1

The Helmholtz free energy can be written in terms of the P; values
with the definition of the ensemble averaged internal energy,

N

E = Y PE, (2.7)
J

A = E-TS (2.8)
N

= Y E;P;-TS. (2.9)

J

Temperature is a control variable that is constant in this ensemble.
What about the entropy S? For this, we rely on the central assump-
tion of Ludwig Boltzmann (please see CE Shannon and ET Jaynes
for more detail about why this must be the form of S),

N
S = —kp)y_ PjinP;, (2.10)

J

where Boltzmann’s constant, kg = R/N4 = 1.38 - 10723J/K. Thus,

A

N N
> E;P;+kpT»_ PjinP (2.11)
J J

N
> P (Ej+kpTInP). (2.12)
J
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We are searching for the form of P; that minimizes the Helmholtz
free energy. As a stable minimum, if we slightly perturb the P; —
P; 4+ 6P;, A is unchanged, namely A — A+ §A4,6A =0.

0A=0

N
5 |> P (E;+ kpTinP;) (2.13)
J

N

1
E (Ej(SPj) + kBTlnPj(SPj + k‘BTPjF(SPj(Q.lZl)
J

N
> 6P; [E; + kpT (InP; +1)]. (2.15)

J

In addition to minimizing A, another constraint is that the probabil-
ities add to 1, before and after perturbation,

N
dor =1 (2.16)
J
N
> (Pj+6p) = L (2.17)
J
This implies that the probability perturbations sum to 0,
N
> 6P = o0, (2.18)
J
and any one chosen probability fulfills the property,
N
5P = =) 6P (2.19)
j=2
Thus,
0A=0 = 6P [El + kT (lnP1 + 1)] (220)
N
+> 0P [Ej + kpT (InPj +1)] (2.21)
j=2

-

6P; [(Ej — Ey) + kgT (InP; — InPy)]. (2.22)
Jj=2

Since the 6P; terms from j = 2 to N are independent for arbitary
0P; (we can perturb any individual probability in the + or - direction
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as we choose),

[(E; — E1) + kT (InP; — InP,)] = 0 (2.23)
PJ e_Ej/kBT

B = BT (2.24)

P; = Pyef1/keTe=EBi/keT, (2.25)

Owing to the normalization condition,

1 = )P (2.26)

J

N
= Pef/heTN e Eilke T (2.27)
J

we find that

efEl/kBT
or that P, or any FP; all have the same form, thus we can simply
write,

e—Ej/ksT
P = W (2.29)

This is the Canonical Distribution and it gives the probability
for the j*" distinguishable state in the ensemble. This distribution
minimizes A and is thus the equilibrium distribution in the N,V,T
ensemble.

The denominator is the Canonical Partition Function

N
QN V,T) = Y e FilksT, (2.30)
J

. Derivation 2 This derivation uses Lagrange multipliers to again
find the form of P;. In this case, we would like to calculate the
expectation value of operators, (F') under the constraint that the
entropy is maximized, which will be true in equilibrium for any closed
system.

First, a brief review of Lagrange multipliers.
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Lagrange Multipliers in One Page

This method is useful for finding the functional form that maximizes
a function of n variables, f(x1,z2,..,%n), given a set of m constraints
a(z,y, .., 2) =c, g2(x,y,..,2) = c2, ... gm(T1,22,..,Tn) = Cm, where the
set of cs are constants. To do so, we first define a quantity

J = f(ﬂ?'l,mQ, "7':571) - Z AJ [gj(th?? ) x”) - Cj} ) (231)
j=1
where )\; is the Lagrange multiplier. We then solve the conditions
oJ oJ
=0,-+—=0 2.32
8.%; ’ 8/\] ( )

This gives us n equations (for each variable x;) and m equations (for each
constraint or Lagrange multiplier, A;) for a total of n + m equations.

i. Example: Find the dimensions of a rectangular solid whose volume,
V(z,y,z) = zyz, is maximized for a fixed surface area, A(z,y,z) =
(2zy + 2yz + 2xz) = s, where s is a constant.

ii. Solution:

J =zyz — A (2zy + 2yz + 22z — s) (2.34)
Now we solve for A,

o] o

e A (2zy + 2yz + 222 — 8)) = 2.
5~ D2 (zyz — A (2zy 4+ 2yz + 22z — 5)) =0 (2.35)
yz— A2y +22)=0 (2.36)
yz
A= 2.37
oy 125 (2.37)
The second equation can be solved when substituting the above for A,
oJ Yz
— = - — (2 2z) =0 2.38
Oy v 2y+2z(m+ ?) (2.38)
2xyz + 222° = 2wyz + 2yz° (2.39)
x=y. (2.40)
Plugging this A into the third equation similarly yields,
oJ Yz
— = — 2 2¢) =0 2.41
5 = oy - 2y + 20) (2.41)
22y” + 2wyz = 2wyz + 242 (2.42)
T =z (2.43)

Now we know that x = y = 2. The derivative with respect to A\ gives
us the original constraint,
% =—[2@@y+yz+zx)—s] = 0 (2.44)

62> = s (2.45)

r=y=2z = \/g (2.46)
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We would like to find the form of the probabilities that maximize
the entropy as a function of the set of P;,

N
S{P}) = —kp»_ PjinP;, (2.47)
J
given the constraints that
N N
> Pi=1Y PE;=(E) (2.48)
J J

We first define J such that

N N N
J=—kp» PilnP;—X|> Pi—1| =8> PE;—(E) |2.49)
j J

J J

First we solve

oJ

inp, — -2 PF (2.51)
kp
_ _BE.
P; = exp {k;\ - 1] exp [ ]fB j} (2.52)
From the constraint
0] &
a:ijqzo (2.53)
J
N
— —BE,;
— -1 — =1 2.54
exp{kB ]Zj:emp[ . } (2.54)
N
1 —BE;
Zem‘p[ 5 J}:l (2.55)
exp {ﬁ + 1] j B
we define A in such a way that
N
A —BE;
exp|— +1| = exr J]— . 2.56
p {kB ] EJ: p[ | = (2.56)

The functional form of A as the logarithm of the sum is not
important to us; we now solve for 8 given that
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To do this, we plug P; back into the definition of S,

N
S = —kp)y PjnP (2.58)
J

N

—BE;

= —kp) P, ( kB]
J

- ln(Q)) (2.59)

N
= BY_ PE;+kpin(Q) (2.60)
J
= [(E)+kpin(Q). (2.61)
The final step is to use the thermodynamic relation that defines
temperature,
ds 1
— = = 2.62
iB T (262)
O (BB hain(@) = (263)
d(E) B - T '
1
= —. 2.64
f = 3 (2:64)
Finally we have the Canonical Distribution,
7Ej/k?BT 1
R (2.65)

Zi\/ e—Ei/ksT Q

and the Canonical Partition Function,
N
QN V,T) = Y e flksT, (2.66)
J
III. Thermodynamic Functions and Macroscopic Properties in Terms

of Q

From here on out, we’ll define 5 = 1/kpT, which has units of inverse
energy. You should memorize kT in some of your favorite unit systems:

kpT = 200cm™'=4.114pN -nm = 0.0257¢V (2.67)
2.479kJ /mol = 0.593kcal /mol (2.68)

It also makes differentiation easier. To show this, let’s calculate some
thermodynamic functions from Q. We'll start with (E). Since E; is the in
the argument of the exponential, we’ll guess that a partial derivative with
respect to 8 might be useful.

QN,V,T) = Y e PP (2.69)
J
0Q  _ BB _ _
B - —Zj:E]e PEi = _Q (F) (2.70)
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We can rearrange terms to get

10Q alnQ
E) = -2 —=_ .
W= Qe T s
Recall that we can do the following to convert from functions of 8 back
to T,

(2.71)

op -1
7 - 7]€BT2 (2.72)
op
- _ 277
L= —kpT5o (2.73)
_ 0@ (508
B) = %5 ( kT 6T> (2.74)
olnQ
_ 2
(B) = kTS (2.75)
In addition to (E), S can be written in terms of @,
S = —kpy_pjin(p)) (2.76)
J
e PEs
= kazj:pjzn (Q> (2.77)
= —kp> pi(- E; —InQ (2.78)
- / kpT
- %MBMQ (2.79)
= <—?+k31nQ (2.80)
B olnQ

With expressions for (E) and S, we can calculate the Helmholtz free en-
ergy,

A = (E)-TS (2.82)
= (B)-T <kBan - ?) (2.83)
= —kpTInQ, (2.84)

which is a surprisingly simple result!

Since the Helmholtz free energy is the form of energy that is minimized in
the canonical ensemble, it enables the calculation of many other quantities,

B 0A B alnQ
), ), e
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H = (B)+pV = (E) +kprv ( 2029 (2.86)
WV )y
dlnQ dlnQ
= A = kpT? T 2.
G +pV = kg ( o7 )T’NH@B V( 5 )T’N (2.87)
9A 9lnQ
g @NLy kB(@NLW (2:55)

IV. Evaluating Q for Simple Models

When the form of the energy involves only sums or pair-wise, nearest
neighbor interactions, we can solve the model exactly. The most famous
of this class of models is the Ising Model, first solved in 1D by Ernst Ising.

In this model, there are N spins, each situated at a lattice site, and each
spin may be up or down.

Each adds J to the total energy of the system and each stabilizes
it by J. If neighboring spins are aligned, such as or , there is
an additional stabilization of K. If they are not aligned, such as or
, there is an energy penalty of K.

If we represent an with s; = 4+1 and with s; = —1, then the energy
function for the system, the Hamiltonian, is

H = —JY si—K Y  sisj, (2.89)
i li—jl=1
namely a sum over all sites and a sum over all nearest neighbors.

A. Case 1: Three spins with J =0

Let’s work out the partition function and the average energy for three
spins, where’s its feasible to manually enumerate all the states. When
J =0,
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E=2K (2.90)
E=0 (2.91)
E=-2K (2.92)
E=0 (2.93)
E=0 (2.94)
E=—2K (2.95)
E=0 (2.96)
E=2K (2.97)
The partition function is then,
Q = > et (2.98)
2e2PK 4 40 4 2¢7 20K, (2.99)
Recalling that cosh(z) = 1 (e® +e77),
Q = 2%cosh?(BK). (2.100)
then the average energy is,
10
(E) = —6£ (2.101)
1
= WQ(BK) 24K cosh(BK)sinh(BK) (2.102)
B sznh(ﬂK)
- Cosh(ﬁK) (2.103)
= —2Ktanh(fK). (2.104)

We'd like to use this result to visualize the states that are populated
as we change external variables. In this case, we can change only 7'
AsT — 0or f— oo,

lim (F) = -2K lim tanh(BK) (2.105)
B—00 B—r00

oBE _ o—BK
—2K51er;0 K o PK (2.106)

= 2K, (2.107)
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which tells us that as the system is cooled, only the lowest energy

states, TIiIT‘ and’iITIH are occupied. As T'— oo or  — 0,
élgh (B) = —2K élgb tanh(BK) (2.108)
e¥ — el
= 2K 2.1
eV 4 eb (2.109)
= 0, (2.110)

which fits our expectation that as the system is heated, the difference
between energy levels 2K becomes negligible and all states are equally
probable. (If all the energies 2.90 - 2.97 are equally probable, then
the average energy will be 0.)

. Case 2: N spins with K =0

In this case, the Hamiltonian will simply be,

H=-J) s (2.111)

and the partition function is then,
Q= Zeﬁ"zisi. (2.112)
{si}

The sum Z{Si} is a sum over all states, such as {—1,—-1,1,1,—1,1,1,
How can we simplify this expression?

The key to simplifying this expression is to realize that the sum in
the exponential can be broken up into a product,

e$1+3?2+--- = %1 . %2, .. (2113)

The partition function can then be written as,
Q=> [ (2.114)
{si} @
Since each spin is independent, we can rearrange terms as
Q = [ > e (2.115)
i si={-1.41)

or a product of N terms, one for each site which can be s; = +1

or s; = —1. This can be simplified further using the trigonometric
identities,
N
Q = > e (2.116)
Si:{71,+1}
= (ATt (2.117)

= 2Ncosh™ (BJ) (2.118)

-1

I

3.



19

If we look at the average energy and its temperature limits,

_ _loe
E = G (2.119)
1 - _
= NN (T2 N sinh™ " (B])cosh(BI)2.120)
sinh(BJ)
N JW (2.121)
= —NJtanh(BJ), (2.122)

which — 0, as § — 0and — —NJ, as 8 — oo using the limits worked
out as in 2.105-2.110. Again, we note that as temperature increases,

and are equally likely at each site. The average energy is

1[J+ (=J)] = 0 for each site and the average energy of the whole
system is 0 - N = 0. As the system is cooled, only the lowest energy
state is occupied (each spin as and contributing —J per site or
—NJ total.)

V. Microcanonical Ensemble A somewhat simpler collection of assembly
states than the Canonical Ensemble (fixed N,V,T) is the Microcanonical
Ensemble with fixed particle number, volume, and energy (N,V,E). We can
construct a whole set of different ensembles in order to match experimental
constraints or to simplify the math. We’ll find that in the macroscopic
limit, most problems will yield the same result.

A. Microcanonical Partition Function

We employ a similar procedure to derive the Microcanonical Par-
tition Function as what we used to derive the Canonical Partition
Function; that is, we frame it as a problem suitable for Lagrange
Multipliers. What is the functional form of the probabilities of the
assembly states, p; given that the entropy, S = —kp Z? piln(p;)
is maximized subject to the normalization constraint, Z?pj =1,
where € is the number of states with energy E.

As before, we construct the function, J, and set its derivatives equal
to zero,

O Q
J = —kp ijln(pj) - A ij -1 (2'123)
7 j
O s llin(ey) + 1)~ A=0 (2.124)
Op;
A
In(p;) = N 1 (2.125)

p; = e (HMka) (2.126)
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The derivative with respect to A gives us the normalization condition,

a.J &
n > pj—1=0 (2.127)
j

Q
1= ) p (2.128)
J

Q
= ) e HMEn) (2.129)
j
= Qe (+Mks), (2.130)
We define A such that
Lo_ e~ (1FAks) (2.131)

Q

and a more explicit expression for A is not necessary. Comparing
2.126 and 2.131 gives us the desired result,
1

P = g (2.132)
Apparently, any state is equally likely!
For mathematical convenience, we define Q(N,V, F) as the number
of microscopic states with fixed N, V, and energy between E and
E — §E. This definition allows us to differentiate 2 without getting
wild fluctuations.

0E=0 Q 0E >0

E E

Figure 2.2: (Left) Representation of the number of microscopic states as a
function of the discrete energy levels of molecular systems. (Right) By defining
Q to include a small ”smearing factor” dF, we get a smooth function with
continuous derivatives.

An important related quantity is Q(N,V, E), which is defined such
that Q(N,V, E)dE is number of states with energy between E and
dE. Note that Q(NV,V, E) has units of 1/Energy.
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B. Microcanonical Entropy

Let’s calculate the entropy for the form of the p; in the Microcanon-
ical Ensemble,

S = —kBijln (pj) (2.133)
= —k:BZln< ) (2.134)
- kaQﬁln <(12) (2.135)
= kpln(Q). (2.136)

This simple and powerful relation showing a logarithmic connection
between entropy and probability is very useful to keep in mind. Al-
though we’ve derived it for fixed-energy systems, the results of the
next section shows that it can also be of broader use.

C. Principle of Ensemble Equivalence

A remarkable and surprising result connects the partition functions
for the Canonical and Microcanonical Ensembles:

QN,V,T) = Ze (sum over states) (2.137)

= ZQ E)e PP (sum over levels) (2.138)

— / dEQ(N,V,E)e PF. (2.139)
0

The last line is appropriate in the macroscopic limit as the energy
levels become spaced more and more close together. The last line
can also be identified with a Laplace Transform,

/OO dEQ(N,V,E)e PP = £ [Q(N,V,E)]. (2.140)
0

Thus the canonical partition function, Q(N,V,T) is the Laplace
transform of the microcanonical (N, V, E) in the macroscopic limit.
The Laplace transform is a unique transformation, and thus these
two functions contain identical information. How can this be, given
that different variables are fixed in each function? A fixed tempera-
ture implies that a distribution of different energy states is populated.
Also, an ensemble of fixed energy cannot be in thermal equilibrium
and thus has no defined temperature (recall % = % |V7T7 or the dis-
tribution of energies given by the Maxwell-Boltzmann distribution
for an ideal gas at fixed temperature).
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We can resolve this apparent paradox by quantifying the expectation
value for energy fluctuations in relation to the average energy in the
canonical ensemble, which is:

(i07)

T, (2.141)
where
SE=FE—(E). (2.142)
We can simplify the numerator in 2.141 using,
(6B)?) = ((E-(E)*) (2.143)
= (E*) - 2(E(E))+ (B)? (2.144)
= (E?) —2(E)(E) + (B)? (2.145)
= (E?) - (B)®. (2.146)
It was derived in 2.71 that
(E) = —%%. (2.147)

We can also derive a relation between (E?) and a derivative of @,

2
2 - N Ele =N "EIpiQ=(E*)Q, (2.148)

o0p? ; ,

and thus ] ]
(E?) = 228;;2 (2.149)

Substituting this relation for <(5E)2>, we find

(B%) —(B)* = éfg —(B)? (2.150)
= é%% —(E)? (2.151)
~ Gap-@E) - (2.152)
_ % (?fé (E) Qag?) — (E)® (2.153)
- s(ew® -2 ) - @ e
_ 0B _ 2 0E) (2.155)
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(For the last line, see 2.72-2.75 for how to convert between derivatives
with respect to 8 and T.)
HE)

Here if we recall a bit of thermodynamics (that Cy = g—?),

(op)%) VET?Cy

o 5 (2.156)

To make a more solid connection, we can use a relation that we will
derive in the next section,

CV O(N]{ZB,<E> O(NkBT, (2157)

and so

(6E)?) VERTZNF,

B = N (2.158)
_ \/ijv (2.159)
- (2.160)

VN

This last relation explains the apparent paradox in the equivalence of
the canonical and microcanonical ensembles. For N = 1022, L

» VN
10~''. While in the canonical ensemble the energy is allowed to
fluctuate, as N — oo, these energy fluctuations become negligible and
observables are identical to those calculated from the microcanonical

ensemble.

~
~
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(E) E

Figure 2.3: (Left) In the microcanonical ensemble, the energy is fixed and the proba-
bility is unity for finding that energy and precisely zero for all other energies. (Right)
In the canonical ensemble, the energy can fluctuate; these fluctuations are limited by
the decreasing density of states at lower energies and the decreasing Boltzmann factor
at high energies. As the system size becomes larger, the spread in probable energies
becomes smaller and approaches an infinitely narrow distribution centered at (F), as
in the microcanonical ensemble.



